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Ozet

Son yillarda egitim teknolojileri, algoritmik Ogrenme
platformlari, yapay zeka destekli degerlendirme araglart ve
Ongoriicli analitiklerle birlikte egitim ortamlarmin merkezine
yerlesmistir.  Bu  sistemler  verimlilik, nesnellik  ve
Olceklenebilirlik vaat etse de; hangi bilginin degerli sayilacagina,
kararlarin nasil alinacagina ve 6grenme stirecinde 6znenin nasil
konumlandirilacagina dair derin epistemik, etik ve politik riskler
barindirmaktadir. Bu makale, egitimde algoritmik otoritenin
yiikselisini ve beraberinde getirdigi seffaflik, hesap verebilirlik
ve epistemik adaletsizlik sorunlarini tartismaktadir. Ayrica
algoritmik yonetisimin pedagojik iliskiler, profesyonel ajans ve
demokratik hesap verebilirlik tizerindeki etkileri
incelenmektedir. Makale, yalnizca usule dayal: etik ya da insan
denetimiyle yetinmenin yetersiz oldugunu savunur; bunun yerine
praksis odakli bir tasarim anlayis1 onerir. Bu yaklasim, egitim
teknolojilerini tarafsiz araglar degil, ahlaki ve pedagojik
altyapilar olarak konumlandirir; tasarim ve uygulama
siireclerinde insan onurunu, iligkisel 6zeni ve adalet arayisini
merkeze alir. Katilmci ve iligkisel tasarim ilkeleri ile
ogretmenlerin  etik Ozneler olarak yetistirilmesi, dijital
pedagojiye doniik daha adil, seffaf ve insancil bir gelecek i¢cin
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Algoritmik Otorite ve Egitim Teknolojilerinde Etik Doniis

1. Giris

21. ylzyilin ilk ceyregi, algoritmik Ogrenme platformlarindan ve yapay zekd destekli
degerlendirme araglarindan okul yonetiminde kullanilan veri panolarina ve dngoriicii analitik
sistemlere kadar, egitim teknolojilerinin benzeri gériilmemis bir genislemesine taniklik etmistir.
Bu sistemler, daha fazla verimlilik, kisisellestirme ve nesnellik vaat etmektedir—Vve bu vaatler
onlarin smiflara, idari karar alma siire¢lerine ve egitim politikalarina entegrasyonunu
hizlandirmistir. Ancak bu vaatlerin altinda giderek artan bir huzursuzluk yatmaktadir: Bu
teknolojilere hangi degerler gomiiliidiir? Onlar1 kim, kimin ig¢in tasarlamaktadir? Ve
algoritmalar 0gretme ve 6grenmenin kosullarini aracilik ederken gii¢ ve sorumluluk nasil

yeniden dagitilmaktadir?

Egitim teknolojisi genellikle tarafsiz bir ara¢ olarak sunulsa da, aslinda derinlemesine deger
yiiklii bir altyapidir. Algoritmalar yalnizca verileri islemekle kalmaz—egitimde basarinin nasil
tanimlandigini, 6grencilerin nasil kategorize edildigini ve hangi pedagojik stratejilerin tercih
edildigini ya da dislandigin1 da sekillendirir (Williamson, 2017). Bu nedenle, bazi
akademisyenlerin algoritmik yonetisim olarak adlandirdig1 olgunun yiikselisi, yalnizca teknik
bir degisimi degil, ayn1 zamanda egitimin nasil icra edildigine ve anlasildigina dair temel bir

epistemolojik ve politik doniisiimii de isaret etmektedir (Beer, 2018).

Bu baglamda, egitim teknolojilerinde bir etik doniis cagris1 giderek daha fazla yanki
bulmaktadir. Bu doniis, yalmizca etik ilkelerin sonradan uygulanmasi1 meselesi degil; egitim
teknolojilerinin tasarimini, kullanimini ve degerlendirmesini en bastan yeniden diisiinme
cagrisidir. Bu siireg, algoritmik otoritenin—yani egitim ortamlarinda makine tarafindan verilen
kararlarin mesru olarak algilanmasinin—elestirel bicimde incelenmesini gerektirir. Ciinkii bu
otorite, insan yargisini golgeleyebilir, pedagojik karmasiklig1 azaltabilir ve mevcut esitsizlikleri

pekistirebilir (Introna & Nissenbaum, 2000).

Bu makale, s6z konusu etik doniisiin felsefi ve egitsel boyutlarini arastirmaktadir. Elestirel
teori, epistemik adalet ve tasarim etigi ¢ercevelerinden hareketle, egitim teknolojilerinde insan
Oznesinin ve etik muhakemenin yeniden sahiplenilmesinin bir tercih degil, zorunluluk oldugunu
ileri siirliyoruz. Buradaki gorev yalnizca algoritmik sistemleri elestirmek degil; teknolojinin
katilimci, adalet odakli ve pedagojik olarak anlamli amaglara hizmet ettigi alternatif gelecekleri

tasavvur etmektir.
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2. Egitimde Algoritmik Otoriteyi Anlamak

Algoritmalar giderek daha fazla egitim siireclerini sekillendirmeye basladikca—0ogrenci
degerlendirmelerinden davranigsal izlemeye, kurumsal karar alma mekanizmalarina kadar—
rolleri yalnizca teknik bir destek islevi olmaktan c¢ikarak bir tiir karar verme giicline
doniismiistiir. Bu kayma, akademisyenlerin “algoritmik otorite” dedigi olguyu dogurmustur;
yani algoritmik ¢iktilar, bilgilendirici veriler olmaktan ¢ikip mesru, glivenilir ve nihai kararlar
olarak kabul edilmeye basladiginda (Gillespie, 2014; Introna & Nissenbaum, 2000). Bu tiir
sistemlerde, makine 6grenimi modelleri tarafindan iiretilen 6ngoriiler cogu zaman olasiliksal
yargilar degil, tarafsiz gergekler olarak kabul edilmektedir. Bu ise derin bir epistemolojik
doniisiimii isaret eder: baglama ve yoruma dayali insan yargisindan, veri korelasyonlarina

dayanan hesaplamali ¢ikarima gecis.

Egitim ortamlarinda bu otorite nadiren sorgulanir. Otomatik sistemler makaleleri degerlendirir,
miidahaleler onerir, 6grencileri siniflandirir ve kimi zaman miifredat yollarin1 bile yonlendirir.
Bu sistemler tarafindan verilen kararlar—ya da daha dogrusu iiretilen 6ngoriiler—cogunlukla
anlasilmasi zor, yorumlanmasi gii¢ ve algoritmik kdkenleri nedeniyle nesnel kabul edilmektedir
(O’Neil, 2016). Ancak bu varsayim, bir dizi etik ve pedagojik kaygiy: gizler: Hangi bilgi tiirleri
ayricaliklidir? Bu sistemleri tasarlama ve onlara itiraz etme giicii kimdedir? Ve algoritmik

yargilar pedagojik iliskileri ve profesyonel 6zerkligi nasil yeniden sekillendirmektedir?

Bu boéliim, egitimde algoritmik otoritenin ortaya c¢ikisini ve sonuglarini incelemektedir.
Oncelikle kavrami tanimlayarak algoritmik sistemlerin insan yargisinin yerini nasil almaya ya
da onu nasil tamamlamaya basladigin tartisilacaktir. Ardindan nitel yorumdan nicel 6ngoriiye
gecisi analiz edip algoritmik otoritenin pedagojik ve idari baglamlarda nasil isledigine dair
ornekler sunulacaktir. Son olarak, seffaflik, aciklanabilirlik ve hesap verebilirlik gibi kritik
fakat halen ¢oziimlenmemis, egitim ortamlarinda ciddi etik agirlik tasiyan sorunlar ele

alinacaktir.
2.1 Algoritmik Otorite Nedir?

Algoritmik otorite terimi, bilgi, karar alma ve kontroliin mesru kaynaklar1 olarak algoritmik
sistemlere duyulan artan giivene isaret eder. Gillespie’nin (2014) acikladig: lizere, algoritmik
otorite; hesaplama siiregleriyle tiretilen ¢iktilar yalnizca oneri olarak degil, ayn1 zamanda yetkin
hiikiimler olarak algilandiginda ortaya ¢ikar—bu hiikiimler goriiniirdeki nesnellikleri,
Olceklenebilirlikleri ve teknik sofistikasyonlari nedeniyle giiven kazanir. Bu algi, algoritmalara
yar1 kurumsal bir statii tanir; davranislar1 sekillendirmelerine, bireyleri kategorize etmelerine

ve firsatlar1 dogrudan insan miidahalesi olmaksizin yapilandirmalarina olanak verir.
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Baslangicta arama motorlar1 ve Oneri sistemleri baglaminda kavramsallastirilan algoritmik
otorite, zamanla finans, saglik, hukuk ve egitim gibi ¢esitli alanlara yayilmistir. Algoritmik
otoriteyi geleneksel otorite bi¢imlerinden ayiran sey, opakligidir: karar manti1 ¢ogu zaman
anlasilmazdir; karmagik makine 6grenimi modellerine, tescilli yazilim kodlarina veya siirekli
degisen egitim verilerine gomiiliidiir (Pasquale, 2015). Bunun sonucunda kullanicilar, isleyisini
tam olarak anlamasalar bile sisteme giivenmeye yonlendirilirler; Introna ve Nissenbaum’un

(2000) ifadesiyle bu, “hesap verebilirlikten yoksun devredilmis vekalet” dinamigidir.

Egitim alaninda algoritmik otorite, sistemlerin 6grenci performansint degerlendirmek, “risk
altindaki” bireyleri belirlemek veya 6grenme yollar1 6nermekle gorevlendirildiginde kendini
gosterir. Bu sistemler siklikla verimlilik, 6l¢eklenebilirlik veya veri temelli kesinlik iddialariyla
gerekeelendirilir. Ancak bu gerekgeler, algoritmik tasarima gdmiilii olan normatif varsayimlari
gizler; yani 6grenmenin ne olduguna, hangi davranislarin arzu edilir sayildigina ve kimin
basarili ya da “sapkin” olarak goriildiigiine dair kabulleri (Williamson, 2017). Dolayisiyla
algoritmalar, tarafsiz aracglar olmaktan ziyade ahlaki ve epistemik aktorler olarak islev goriir;
egitim ortamlarinda neyin goriildiiglinti, degerlendirildigini ve eyleme doniistiiriildiigiinii

belirlerler.

Onemli bir nokta sudur: algoritmik otorite insan yargisim ortadan kaldirmaz; onu yeniden
yapilandirir. Egitimciler, yoneticiler ve 6grenciler algoritmik ¢iktilara zorunlu olduklar: i¢in
degil, bu ciktilar1 6znel degerlendirmelerden daha giivenilir algilamaya kosullandiklart i¢in
bagvurabilirler. Zamanla bu itaat, mesleki 6zerkligi ve elestirel muhakemeyi asindirabilir;
Eubanks’in (2018) “otomatik esitsizlik” olarak adlandirdigi duruma yol agabilir—yani
algoritmik kararlarin dogal, sorgulanamaz ve itiraz1 gii¢ hale geldigi sistematik bir sorumluluk

yerinden edilmesi.
2.2 Yargidan Ongoériiye: Epistemolojik Déniisiim

Algoritmik otoritenin merkezinde temel bir epistemolojik doniisiim yer almaktadir: insan
yargisinin makine temelli 6ngorii ile yer degistirmesi. Geleneksel egitim baglamlarinda yargi;
deneyime, etik muhakemeye ve diyalojik etkilesime dayali, yorumlayici ve durumsal bir karar
alma siirecini igerir. Ogretmenler yalmzca performansi degil; niyeti, baglami ve dgrenmenin
duygusal ya da iliskisel dinamiklerini de degerlendirir. Buna karsilik, algoritmik sistemler
istatistiksel ¢ikarim mantigiyla calisir; tarihsel verilerde gézlemlenen Oriintiilere dayanarak
kararlar1 optimize eder (Mackenzie, 2015). Uretilen sey, ogrenenin anlasiimasi degil;

gelecekteki davranis veya performansin olasiliksal bir siniflandirmasidir.
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Bu yargidan 6ngoriiye kayis genellikle bir ilerleme bi¢imi olarak sunulur—onyarginin ortadan
kaldirilmast, verimliligin artirilmasi ve i¢goriiniin 6lgeklenmesi. Ancak ayni zamanda, egitimde
mesru bilgi olarak kabul edilenin daraltilmasin1 da beraberinde getirir. Algoritmalar,
nicellestirilebilen, standartlagtirilabilen ve kodlanabilen veriler gerektirir. Bu nedenle
algoritmalar, test puanlari, tiklama oranlar1 ve davranigsal uyarilar gibi dl¢iilebilir girdilere ve
ciktilara oncelik tanir; ancak pedagojik yasamin merkezinde bulunan duygusal, baglamsal ve
iligkisel boyutlar1 géz ardi eder (Williamson, 2017). Béylece 6ngorii, anlamin yerini almaya

baslar.

Dahasi, ongorii sistemleri yalnizca gecmisi yansitmakla kalmaz; gelecegi de sekillendirir.
Ogrencileri “yiiksek riskli” olarak etiketleyerek, onlar1 telafi edici Ogrenme yollarmna
yonlendirerek veya uyarlanabilir platformlar araciligryla 6grenme deneyimlerini diizenleyerek,
algoritmalar maddi sonuglara doguran kararlar verir. Bu kararlar ¢ogu zaman hesaplama
yoluyla iiretildikleri i¢in nesnel kabul edilir. Oysa O’Neil (2016) ve Eubanks’in (2018) da
belirttigi gibi, 6ngdrii modelleri siklikla tarihsel dislanma, onyargi veya diisiik performans
Orlintiilerini yansitan egitim verilerini temel aldiklarindan, toplumsal esitsizlikleri yeniden

iiretme egilimindedir.

Pedagojik belirsizligin yerine 6ngorii kesinliginin gecirilmesi, ciddi etik riskler dogurur. Egitim
dogas1 geregi Ongoriilemezdir; ¢linkii insanlari, iliskileri ve yeni anlamlarin ortaya cikisin
igerir. Ogrenmenin bu yaratic1 karmasikligini algoritmik olarak “¢6zmeye” yonelik girisimler,
miizakerenin yerine hesaplamayi koyar. Bu siire¢, yalnizca 6gretmenlerin 6zerkligini degil,
ayn1 zamanda dgrencinin beklentilerin 6tesine gegme kapasitesini—siirpriz yapma, direnme ve

verilerin dngéremeyecegi bicimde gelisme potansiyelini de agindirabilir.
2.3 Pedagojik ve idari Baglamlarda Algoritmik Sistemler

Algoritmik sistemler giderek okullarin, smiflarin ve egitim sistemlerinin giinliik isleyisine
yerlesmektedir. Etkileri pedagojik tasarimdan ogrenci degerlendirmelerine, davranig
yonetiminden kurumsal yonetisime kadar uzanmaktadir. Bu c¢esitli uygulamalar1 birlestiren
ortak nokta, veri temelli smiflandirma ve miidahale siireglerine dayaniyor olmalaridir—
ogrencileri profillere doniistiirmekte, eylemleri ol¢iitlere indirgemekte ve karmasik kararlari

otomatik ciktilara cevirmektedirler.

Smif i¢inde, uyarlanabilir 6grenme platformlar1 ve 6grenme yonetim sistemleri (LMS),
ogrencilerin etkilesimlerini izleyerek icerik sunumunu kisisellestirir. Bu sistemler, 6grenme
yollarin1 gercek zamanli performans verilerine gore ayarlayarak 6grenmeyi optimize ettiklerini

iddia ederler. Ancak ayn1 zamanda 6nceden tanimlanmis yollar dayatir, agik uglu sorgulamay1
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simirlandirir ve Ogrencileri davranigsal imzalara indirgemis “6grenen modelleri” olusturur
(Bulger, 2016). Boylece algoritmik aracilik, yalnizca 6grencilerin ne 6grendigini degil, sistem

tarafindan nasil algilandiklarin1 da sekillendirir.

Degerlendirme alaninda, algoritmalar yazili 6devleri puanlamak, smav davranislarindaki
anormallikleri tespit etmek ve biyometrik ya da tiklama akis1 verileri araciligiyla 6grenci
katilimini dlgmek icin kullanilmaktadir. Ornegin otomatik yazma degerlendirme araglari, dil
bilgisi ve yap1 unsurlarin1 analiz edebilir; ancak 6zgiinliigl, sesi (voice) veya baglama 6zgii
anlami fark edemez (Perelman, 2013). Bu sistemler, degerlendirmeyi Oriintii tanimaya indirger;

derinlik yerine ytlizeysel 6zellikleri, yorumlayici yargi yerine nicel dl¢iilebilirligi 6ne ¢ikarir.

Idari diizeyde, algoritmik araglar kaynak tahsisi, okuldan ayrilma tahminleri, disiplin
miidahaleleri ve hatta Ogretmen degerlendirmeleriyle ilgili karar alma siireglerini
desteklemektedir. Ongériicii analitik modeller, devamsizlik, dnceki notlar ve disiplin kayitlar:
gibi gegmis gostergelere dayanarak “risk altindaki” 6grencileri belirler ve miidahaleler 6nerir.
Bu araclar erken tespit ve verimlilik vaat etse de, ayn1 zamanda 6grencileri damgalama, eksiklik
odakli sdylemleri pekistirme ve gdzetim mantigin1 kurumsallastirma riski tasir (Eubanks, 2018;

O’Neil, 2016).

Ayrica algoritmik sistemlerin entegrasyonu cogunlukla anlamli bir seffaflik olmaksizin
gerceklesir. Tescilli algoritmalar, satici sozlesmeleri ve kara kutu yapilari, egitimcilerin,
ogrencilerin veya velilerin kararlarin nasil alindigini anlamasini—hele hele onlara itiraz
etmesini—zorlagtirir. Bu yorumlanabilirlik eksikligi, hesap verebilirligi zayiflatir ve kamusal
egitimin demokratik ideallerine meydan okur. Boyd ve Crawford’un (2012) belirttigi gibi,
“veriler tarafsiz degildir’—onlar, veriyi toplayan ve kullananlarin varsayimlarini, niyetlerini ve

gii¢ yapilarini yansitir.

Ozetle, algoritmik sistemler g¢evresel araclar degil; cok diizeyli egitim uygulamalarini
sekillendiren altyapisal mantiklar haline gelmektedir. Onlarin otoritesi yalnizca hesaplama
yoluyla degil, ayn1 zamanda kurumsal kabullenme, politika destegi ve kiiltliirel normallesme

yoluyla da tesis edilmektedir.
2.4 Seffaflik, Aciklanabilirlik ve Hesap Verebilirlik Sorunlari

Egitimde algoritmik sistemlerin yaygin benimsenmesi, birbiriyle baglantili ii¢ temel etik sorunu
beraberinde getirmektedir: seffaflik, acgiklanabilirlik ve hesap verebilirlik. Bu kavramlar
birlikte, algoritmik yoOnetisimin temel agmazini cergeveler: siklikla opak, karmagsik ve

sorgulanmasi gii¢ olan sistemlerde giiveni ve adaleti nasil korumaliy1z?
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Seffaflik, algoritmik kararlarin nasil verildiginin goriniirliigiinii ifade eder. Ancak egitim
teknolojilerinde kullanilan pek ¢ok sistem, fikri miilkiyet haklarini 6ne siiren 6zel sirketler
tarafindan gelistirilmektedir. Bunun sonucunda 6gretmenler, 6grenciler ve yoneticiler, i¢
isleyisi gizli kalan “kara kutu” sistemlerin aldig1 kararlara giivenmeye zorlanir (Pasquale,
2015). Bu seffaflik eksikligi, bilgilendirilmis onay1 zayiflatir, elestirel katilimi sinirlar ve sistem

tasarimcilariyla kullanicilar arasinda bir gii¢ asimetrisi yaratir.

Aciklanabilirlik, goriiniirliigiin  6tesine gecer; algoritmik kararlarin insan terimleriyle
anlasilabilir olup olmadigimi sorgular. Makine Ogreniminde teknik agiklanabilirlik (6r.
yorumlanabilir modeller, yerel 6zellik atamalari) aktif bir arastirma alanidir. Ancak pedagojik
baglamlar yalnizca matematiksel netlik degil, ayn1 zamanda ahlaki ve baglamsal anlagilabilirlik
de gerektirir (Selbst ve ark., 2019). Ornegin bir 6grenci “risk altinda” olarak isaretlendiginde
ya da ileri diizey derslere erisimi reddedildiginde, egitimcilerin yalnizca algoritmanin bu sonuca
nasil ulagtigini degil, aynt zamanda bu yarginin egitsel acidan mesru olup olmadigini

aciklayabilmesi gerekir.

Hesap verebilirlik, algoritmik sonuglardan kimin sorumlu oldugunu sorgular. Mevcut
sistemlerde hesap verebilirlik ¢ogu zaman dagimik durumdadir—tasarimcilar hatali
kullannmdan kullanicilar1 sorumlu tutar, kullanicilar sistemi anlasilmaz olmakla suglar,
kurumlar ise “veri”yi tarafsiz bir hakem gibi 6ne siirer. Bu sorumluluk kaydirma dinamigi,
sistem tasarimi1 ve kullaniminda yer alan ahlaki Gznelligi gizler. Mittelstadt vd. (2016)
algoritmik sistemlerde etik hesap verebilirligin, veri toplama, model gelistirme, uygulama ve

miidahale dongiisii boyunca agik bir sorumluluk dagilimi gerektirdigini savunur.

Saglam seffaflik, aciklanabilirlik ve hesap verebilirlik mekanizmalar1 olmaksizin, algoritmik
sistemler demokratik denetimin sinirlar1 diginda isleyebilir. Egitim baglaminda—~ozen, adalet
ve iligkisel anlam iizerine kurulu kamusal bir iyilik olarak—bu durum 6zellikle tehlikelidir.
Dolayisiyla, egitim teknolojileriyle etik bir angajman, oncelikle aciklik, anlasilabilirlik ve

ahlaki sorumluluga yonelik yapisal taahhiitlerle baglamalidir.
3. Algoritmik Sistemlerin Epistemik ve Politik Riskleri

Egitimde algoritmik sistemler siklikla verimlilik, nesnellik ve Ol¢eklenebilirlik iddialartyla
gerekgelendirilse de, kullanimlar1 6nemli epistemik ve politik kaygilar1 glindeme getirir. Bu
kaygilar yalnizca algoritmalarin teknik sinirlamalarindan degil, ayn1 zamanda ne tiir bilginin
mesru kabul edildigini, kimin sesinin duyuldugunu veya susturuldugunu ve otoritenin egitim

mekanlarinda nasil icra edildigini yeniden tanimlama bi¢imlerinden kaynaklanmaktadir. Bagka
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bir ifadeyle, algoritmalar yalnizca verileri siralamaz; insanlari, degerleri ve gelecekleri de

siralar.

Epistemolojik agidan algoritmik sistemler, sayisallastirilabilir, diizenli ve tarihsel olarak
belgelenmis bilgi tiirlerine ayricalik tanirken; anlatiya dayali anlayis, ortiik uzmanlik veya
kiiltiirel baglama 6zgii icgorii gibi diger bilgi bigimlerini marjinallestirir (Fricker, 2007; boyd
& Crawford, 2012). Bu durum, bazi bireylerin ya da gruplarin bilgi tiretimi, dogrulanmasi ve
uygulanmasi siireclerinden sistematik bi¢imde dislandigi epistemik adaletsizlik kosulunu

yaratir.

Politik agidan ise algoritmik sistemler, siklikla tarafsiz gibi goriinen fakat aslinda belirli
cikarlari, varsayimlart ve dislamalari yansitan teknolojik altyapilar i¢ine gomiilii karar
mekanizmalar1 olarak isler (Williamson, 2017). Ogrencileri smiflandirarak, davranislara
oncelik vererek ya da kaynaklari tahsis ederek, bu sistemler demokratik miizakerenin seffafligi
ve tartisilabilirliginden yoksun bicimde egitimsel rotalari etkiler. Dahasi, yeterli denetim
olmaksizin benimsendiklerinde, yenilik sdylemi altinda mevcut esitsizlikleri pekistirme riski

tasirlar.

Bu béliim, bu epistemik ve politik riskleri ayrmtili bi¢imde incelemektedir. Oncelikle
algoritmik sistemlerin nasil varsayimlar ve dislamalar kodladig: ele almacaktir. Ikinci olarak,
verilsellesme (datafication) siirecinin  egitimdeki gli¢ dinamiklerini nasil yeniden
sekillendirdigi tartisilacaktir. Son olarak, egitim felsefesinin okullarda algoritmik yonetisimin
sessiz normallesmesini nasil goriiniir kilabilecegini ve buna nasil direnebilecegi

sorgulanacaktir.
3.1 Epistemik Adaletsizlik ve Verinin Politikas1

Egitimde algoritmalar yalnizca tarafsiz bilgiyi islemez; neyin gegerli bilgi sayildigini, kimin
sesinin duyuldugunu ve hangi perspektiflerin karar alma siireclerine dahil edildigini de aktif
bicimde sekillendirir. Miranda Fricker’in (2007) kavramsallastirdig1 epistemik adaletsizlik,
bireylerin 6zellikle “bilgi 6znesi” kapasitelerinde haksizlia ugramalari anlamina gelir.
Algoritmik sistemler baglaminda bu adaletsizlik; 6grencilerin, 6gretmenlerin veya topluluklarin
kendilerini degerlendiren sistemlerden dislandiklarinda, yasantilariin soyut degiskenlere
indirgenmesiyle veya egitimsel rotalarmi etkileyen algoritmik siniflandirmalara itiraz

edemediklerinde ortaya ¢ikar.

Burada o6zellikle iki tiir epistemik adaletsizlik 6nemlidir. Taniklik adaletsizligi (testimonial

injustice), bir kisinin sesine sosyal kimligi veya algilanan giivenilirligi nedeniyle sistematik
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olarak daha az inanildiginda ortaya ¢ikar. Ornegin, bir 6grencinin kendi performansima dair
aciklamasi algoritmik gostergeler karsisinda gormezden gelindiginde ya da bir dgretmenin
mesleki yargist 6ngoriicii risk puanlar tarafindan gecersiz kilindiginda, taniklik adaletsizligi
kok salmaktadir. Hermeneutik adaletsizlik (hermeneutical injustice) ise bireylerin kendi
deneyimlerini anlamlandiracak kavramsal araglardan yoksun olmasi durumunda gergeklesir—
yani sistem onlarin perspektifine yer agmaz. Algoritmik baglamlarda bu durum, opak karar
stireclerinde, kara kutu modellerde ve egitim teknolojilerinde katilimer tasarim eksikliginde

kendini gosterir (Burrell, 2016; Pasquale, 2015).

Verinin politikas1 bu adaletsizlikleri daha da derinlestirir. Egitim platformlar1 ¢ogu zaman
verileri anlamli bir onay olmaksizin toplar, davranislart 6nceden tanimlanmig kategorilerle
smiflandirir ve eylemleri 6grenenin baglami disinda belirlenmis normlara gére yorumlar. Boyd
ve Crawford’un (2012) belirttigi gibi, “veriler verilmez; alinir.” Davranisin, diisiincenin ve
duygunun dijital izlere dontiistiiriilmesi olan verisellesme, farkliligi, belirsizligi ve direnci silme

egiliminde olan gbzetim, standartlastirma ve soyutlama mantigini dayatir.

Ustelik bu sistemler cogu zaman en ¢ok etkiledikleri kisilere kars1 hesap verebilir degildir. Irk,
dil, engellilik ya da sosyoekonomik statii bakimindan marjinallesmis Ogrenciler; tarafsiz
davraniglari nedeniyle degil, tarihsel olarak dnyargili veriler ve kurumsal varsayimlar yliziinden
daha fazla gozetlenmeye, yanlis siniflandirilmaya veya “riskli” olarak isaretlenmeye maruz
kalirlar (Eubanks, 2018). Bdylece algoritmik sistemler, azaltmay:1 iddia ettikleri yapisal

esitsizlikleri yeniden tliretme riski tasirlar.

Egitim teknolojilerinde epistemik adaletsizligi ele almak, etik tasarimi yalmizca teknik bir
mesele olarak degil, ayn1 zamanda iliskisel, politik ve felsefi bir mesele olarak yeniden
diistinmeyi gerektirir. Bu, veri pratiklerinin yeniden hayal edilmesini, sistemlerin elestiriye
acilmasini ve egitimsel karar alma siireclerinde insan yorumuna, diyaloga ve itiraza yeniden

alan acilmasini igerir.
3.2 Kod Yoluyla Yonetisim: Egitimde Algoritmik Iktidar

Algoritmik sistemler egitim altyapilarina yerlestikge, yalnizca veri yonetim araglart olarak
degil, ayn1 zamanda yonetisim mekanizmalari olarak islev gormeye baslar. Cogu zaman “kod
yoluyla yoOnetisim” olarak adlandirilan bu olgu, teknik sistemlerin normlar1 nasil
islevsellestirdigini, otoriteyi nasil dagittigin1 ve davraniglar1 geleneksel miizakere siireglerini
asarak nasil sekillendirdigini ifade eder (Williamson, 2017; Kitchin, 2017). Bu modelde
yoOnetisim, yasalar, politikalar veya insan yargisi araciligiyla degil, algoritmik tasarima gomiili

protokoller, varsayilanlar ve goriinmez esikler araciligiyla gerceklesir.
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Egitim baglaminda bu tiir yonetisim, ince ama giiclii yollarla ortaya ¢ikar. Ornegin risk tahmin
modelleri, hangi 6grencilerin miidahale alacagini, telafi kurslarina yonlendirilecegini veya
disiplin iglemleri gorecegini belirler. Otomatik dneri sistemleri, 6grencilerin hangi iceriklerle
etkilesim kuracagini, hangi Ogrenme yollarina yonlendirilecegini ve basarinin nasil
tanimlanacagini etkiler. Hatta masum gibi goriinen veri panolar1 bile, belirli metrikleri (6rn.
gorev basinda gegirilen siire, tiklama oranlari, test tamamlama) 6ne ¢ikararak 6grenmede neyin
onemli oldugu konusunda performatif beklentiler yaratir. Zamanla bu sistemler, cogu zaman
kullanicilarin farkinda olmadan, pedagojik Oncelikleri ve kurumsal uygulamalar1 yeniden

sekillendiren normatif ¢ergeveler olusturur.

Bu gii¢ bigimini ayirt edici kilan sey, goriinmezligi ve otomatikligidir. Geleneksel otoritenin
aksine, algoritmik yOnetisim sessiz ve yaygin bigimde isler. Degerleri agik akil yiiriitme yerine
teknik tasarim yoluyla kodlar; boylece tarafsizlik izlenimi verirken 6grenme, risk ve deger
iizerine belirli vizyonlar1 uygular (Beer, 2018). Kod bu anlamda bir tiir “yumusak zorlama”
aracina doniisiir—davraniglart emirlerle degil, olanaklarla, kisitlarla ve geri bildirim

dongiileriyle sekillendirir.

Ayrica algoritmik gilic cogu zaman asimetriktir. Ajans, sistem tasarimcilarinin, gelistiricilerinin
ve saglayicilarinin elinde yogunlasirken, hesap verebilirlik onlardan uzaga dagitilir. Bu
asimetri, EdTech (egitim teknolojisi) ekosistemlerinin ticarilesmesiyle daha da derinlesir; karar
alma yetkisi, kamusal kurumlardan, cikarlar1 egitimsel esitlik veya demokratik katilimla
ortiismeyebilecek 6zel platformlara devredilir (Perrotta vd., 2020). Bunun sonucu, egitim
yOnetisiminin 6gretmenlerden, topluluklardan ve etik miizakerelerden uzaklasarak, veri temelli

soyutlama ve uzaktan kontrol dogrultusunda sessiz bir sekilde yeniden diizenlenmesidir.

Egitimde algoritmik giice direnmek, yalnizca teknik denetimle miimkiin degildir; aym
zamanda, egitim sistemlerinin hangi tiir ajans, adalet ve iliskileri gelistirmesini istedigimiz
konusunda felsefi bir netlik gerektirir. Burada, egitim felsefecilerinin sorgulamasi gereken
yalnizca kodun ne yaptigr degil; ayn1 zamanda neyi normallestirdigi ve neyi olanaksiz
kildigidir.

4. Egitim Teknolojilerinde Etik Bir Doniise Dogru

Opaklik, epistemik adaletsizlik ve algoritmik yonetisim konusundaki artan kaygilar karsisinda,
egitim teknolojilerinde etik bir doniis ihtiyact acil hale gelmistir. Bu doniis, teknik sistemlere
yiizeysel etik yonergeler eklemekten ibaret olmayan, insan onurunu, iliskisel 6zeni ve

demokratik hesap verebilirligi tasarim, uygulama ve degerlendirme siireglerinin merkezine
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yerlestiren daha kokli bir yeniden yonelimi gerektirmektedir. Egitim teknolojisi yalnizca bir
araclar biitlinii degil, diinyayr nasil bildigimizi, nasil iliski kurdugumuzu ve nasil eylemde
bulundugumuzu sekillendiren ahlaki ve pedagojik bir altyap1 olarak anlasilmalidir (Selwyn,
2019).

Etik bir yaklagim, Oncelikle teknolojik tarafsizlik yanilsamasini reddetmekle baslamalidir.
Alanlar arasi1 bir¢ok arastirmacinin da vurguladig gibi, tiim teknolojiler politiktir; ¢linkii belirli
degerleri, varsayimlar1 ve toplumsal diizenleri yansitir ve yeniden iiretirler (Winner, 1980;
Feenberg, 1991). Egitim baglaminda bu, platform mimarilerinin, veri modellerinin ve
algoritmik yollarin tarafsiz olmadigini; 6grenmenin ne oldugu, basarinin nasil tanimlandigi ve
kimin miidahale ya da diglanmay1 “hak ettigi” konusunda belirli vizyonlar icerdigini kabul
etmek anlamina gelir. Bu nedenle etik angajman, yalnizca teknik standartlara uyumdan ibaret
degildir; teknolojinin egitimdeki amaglar1 ve sonuglari tizerine kolektif bir refleksiyonu zorunlu

kilar.

Bu béliim, EdTech’te etik doniisiin temel boyutlarmi 6zetlemektedir. Oncelikle, insan
denetimini siireglere dahil etme (human-in-the-loop) yaklasimini ve bunun sorumluluk ile
0znelesme meselelerinde neden sinirlt kaldig tartisilacaktir. Ardindan, kapsayiciligi, seffaflig
ve pedagojik duyarlilig1 6ne ¢ikaran katilimci ve iliskisel tasarim cerceveleri tanitilacaktir. Son
olarak, o6gretmen egitimi ve elestirel dijital okuryazarlik aracilifiyla etik farkindaligin nasil
gelistirilebilecegi ele alinacaktir. Boylece egitimcilerin pasif uygulayicilar degil, dijital

ortamlarda aktif etik 6zneler olmalar1 hedeflenmektedir.
4.1 insan Denetimi ve Usule Dayah Etigin Sinirlar

Yapay zekd ve egitim teknolojilerindeki etik kaygilara verilen yaygin yanitlardan biri,
“dongtideki insan” (human-in-the-loop) ilkesinin korunmasidir—yani algoritmik kararlarin
insan aktorler tarafindan gozden gecirilmesi, onaylanmasi veya denetlenmesi. Bu model, etik
basarisizliklarin insan gozetimi sayesinde onlenebilecegini ve boylece otomasyonun verimliligi
ile insan muhakemesinin ahlaki yoniiniin birlesebilecegini varsayar. Sezgisel olarak c¢ekici
goriinse de, bu usule dayali yaklasim oOzellikle egitim gibi deger yiiklii baglamlarda ciddi

sinirlamalara sahiptir.

[lk olarak, bu model ¢ogu zaman insan operatdriin niteliklerini ve uzmanligini oldugundan fazla
gosterir. Egitim ortamlarinda 6gretmenler ve yoneticiler, algoritmik ¢iktilar (6rn. risk puanlari,
tahmini notlar, davranis uyarilar) ile karsi karsiya birakilir; fakat bunlarin nasil tretildigini

veya ne anlama geldigini tam olarak bilmezler. Makine 6greniminin “kara kutu” problemi,
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insan denetimini ¢ogu zaman ylizeysel, hatta kimi zaman suca ortak hale getirir (Burrell, 2016).

Etik sorumluluk dagilir: insan dongiide vardir ama kontrol onda degildir.

Ikinci olarak, usule dayali etik, etik karar almay1 cogunlukla uyum meselesi olarak cerceveler—
kutucuk isaretlemek, yonergelere uymak veya bireysel zararlart azaltmak vb. Bu model,
teknolojilerin 6znelligi, otoriteyi ve 6grenmenin imkanlarini nasil sekillendirdigi gibi yapisal
ve iligkisel boyutlar1 géz ardi eder. Bagka bir deyisle, sistemin adil ¢alisip ¢alismadigini
sorgular; ancak sistemin mevcut haliyle var olup olmamasi gerektigini sorgulamaz (Selbst vd.,
2019).

Son olarak, dongiideki insan yaklasimi insan1 ¢ogunlukla, anlamin ortak iireticisi olarak degil,
diizeltici bir mekanizma olarak konumlandirir. Temel varsayim, algoritmanin esasen dogru
oldugu, aksi ispatlanmadik¢a da sorgulanmamasi gerektigidir. Bu, kanit yiikiinii tersine ¢evirir
ve pedagojik yargiy1, duygusal sezgiyi ve baglama duyarli yorumlamayi—etik 6gretimin temel

unsurlarini—marjinallestirme riski tasir.

Ozetle, burada insan denetimi gerekli olsa da yeterli degildir. Egitim teknolojilerinde etik,
kontrol katmanlarina veya onay listelerine havale edilemez; egitimin amaci, adaletin kosullar

ve insanin gelisimi lizerine felsefi bir refleksiyona dayandirilmalidir.
4.2 Egitimde Katilimel ve iliskisel Tasarim

Usule dayali etigin otesine gegmek, egitim teknolojilerinin tasarimini yalnizea islevsellik ve
performans bakimindan degil; ayni zamanda kimin siirece katildigi, hangi degerlerin
gomiildiigii ve iliskisel boyutun nasil korundugu agisindan da yeniden diisiinmeyi gerektirir.
Katilimer ve iligkisel tasarim cergeveleri bu noktada umut verici bir yol sunmaktadir. Bu
yaklagimlar, egitim teknolojilerinin asla degerden bagimsiz olmadigini ve etik biitiinliiklerinin,
onlarin nasil tasarlandigi, insa edildigi ve insan topluluklar i¢inde nasil kullanildigina baglh

oldugunu kabul eder.

Katilimer tasarim, 1970’lerde iskandinav demokratik geleneklerinden dogmustur; 6zellikle
calisanlarin ve marjinallestirilmis seslerin teknoloji tasarimina dahil edilmesini vurgular
(Bannon & Ehn, 2013). Egitim baglaminda bu, 6gretmenlerin, Ogrencilerin, ailelerin ve
topluluklarin EdTech sistemlerinin gelistirilme ve uygulanma siireglerine dahil edilmesi
anlamma gelir. Tasarim, kullanicilar i¢in degil; kullanicilarla birlikte yapilir ve boylece farklh
egitim aktorlerinin ihtiyaglarini, deneyimlerini ve beklentilerini yansitan sistemler ortaklasa

inga edilir.
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Bu yonelim, pedagojik gerceklikleri anlamadan dayatilan, satici odakli yukaridan asagi yenilik
modeline meydan okur. Ayn1 zamanda, Ogrenenleri karmasik ozneler olarak degil, veri
profillerine indirgeme egiliminde olan kisisellestirme mantigina da karsi ¢ikar. Katilimer etik,
Olgeklenebilirlik ve genellenebilirlik yerine miizakereyi, denemeyi ve baglamsal 6zgiinligii

degerli kilar.

Iliskisel tasarim ise, egitimdeki iliskilerin niteligini merkeze alir. Bakim etigi ve diyalojik
pedagojiye dayanan bu yaklasim, teknolojilerin 6gretmen ve 6grenci, 6grenen ve igerik, okul
ve toplum arasindaki baglantilar1 nasil aracilik ettigini sorgular (Held, 2006; Noddings, 2013).
Bu perspektife gore, etik agidan saglam bir EdTech sistemi; verimliligi artiran ya da etkilesimi

standartlastiran degil, empatiyi, taninmayi ve giiveni giiclendiren bir sistemdir.

Bu tasarim felsefeleri, odak noktasini sistem ¢iktilarindan insan refahina kaydirir. Yalnizca “Ne
ise yartyor?” sorusunu degil; “Ne onemli?” ve “Kimin i¢in?” sorularni da giindeme getirir.
Katilimer ve iliskisel yaklagimlar, tasarimi etik ve pedagojik iliskiler i¢ine yerlestirerek egitim
teknolojisini piyasa giidiimli bir yenilikten ziyade ortak bir ahlaki girisim olarak yeniden

cergeveler.
4.3 Etik Okuryazarhik ve Ogretmen Yetistirmenin Rolii

Egitim teknolojilerinin adil ve insancil 6grenme ortamlarini desteklemesi i¢in, §gretmenlerin
bu teknolojilerle nasil iliskileneceklerine dair paralel bir dontisiimle desteklenmesi gerekir. Etik
tasarim tek basina yeterli degildir; etik okuryazarlik da en az onun kadar 6nemlidir. Bu yalnizca
etik kodlara veya g¢ercevelere asinalik degil; o6gretmenlerin pedagojik uygulamalarini
sekillendiren teknolojik sistemleri yorumlamalarini, sorgulamalarini ve gerektiginde miidahale

etmelerini saglayan elestirel kapasitenin gelistirilmesi anlamina gelir.

Bu baglamda Ogretmen yetistirme, dijital beceri egitimini asmalidir. Yansitic1 egilimleri,
diyalojik farkindaligi ve ahlaki hayal giiclinii gelistirmelidir—ogretmenlere, veri odakl
ortamlarda gomiilii deger catismalarini yonetme yetene8i kazandirmalidir (Kerr, 2006).
Ornegin 6gretmenler, Ongoriicii analitiklerin stereotipleri pekistirdigini, algoritmik geri
bildirimlerin 6grenci 6zerkligini zayiflattigin1 veya platform metriklerinin gergek 6grenme

hedeflerini carpittigini fark edebilmelidir.

Etik okuryazarlik ayn1 zamanda, teknolojik sistemler tarafindan dolayl olarak tesvik edilen
degerler ve davranislar olarak EdTech’in gizli miifredatin1 da sorgulamayi gerektirir. Elestirel
hazirlik olmadan, 6gretmenler gozetimi, uyumu veya nicellestirmeyi 6nceliklendiren araglari,

tarafsiz veya faydali olduklarina inanarak benimseyebilirler. Etik okuryazarlik, 6gretmenlere
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su temel sorular1 sorma giicii verir: Bu ara¢ kimin ¢ikarina hizmet ediyor? Hangi pedagojik

iliskileri miimkiin kiliyor ya da engelliyor? Ogrenmeyi nasil cerceveliyor?

Onemli olan, etik okuryazarligin bireysel bir nitelik degil; iliskisel ve kurumsal bir pratik
olmasidir. Ogretmen yetistirme programlarina, siirekli mesleki gelisime ve isbirlik¢i okul
kiiltiirlerine gémiilmelidir. Felsefi sorgulama, vaka temelli muhakeme ve katilime1 teknoloji
degerlendirmesi, etik yargiy1 beslemenin yollari olabilir. Biesta’nin (2020) da vurguladig: gibi,
egitimin gorevi teknolojik olanaklara uyum saglamak degil; bu olanaklar karsisinda egitimsel

degerleri savunmak ve hayata gecirmektir.

Ogretmenler etik aktdrler olarak konumlandiginda—sistemlerin pasif uygulayicilar degil,
egitimsel anlamin diisiinceli koruyucular1 olduklarinda—zararli dijital yonetisim bigimlerine

direnmede ve daha adil gelecekleri ortaklasa insa etmede merkezi aktorlere doniisiirler.
5. Praksis Odakh Tasarim ve Dijital Pedagojinin Gelecegi

Egitim teknolojisinin etik agidan yeniden tasavvuru yalnizca elestiriyle sinirl kalamaz; felsefi
diisiinceyi doniistiiriicii  eylemle biitiinlestiren pedagojik c¢ergevelerin yapict bicimde
gelistirilmesini gerektirir. Bu vizyon, elestirel diislinceyi toplumsal baglamli katilimla
birlestiren bir insan etkinligi bi¢imi olan praksis kavramiyla ortisiir (Freire, 2005). EdTech
baglaminda praksis odakli tasarim, aragsal verimlilik ve soyut formalizme kars1 ¢ikar; bunun
yerine iligkisel, adalet odakli ve diyalojik bir yaklasim sunarak egitimin dijital gelecegini

sekillendirmeyi amaglar.

Praksis odakli tasarimin 6ziinde, mevcut algoritmik sistemlere hakim olan kontrol ve
ongoriilebilirlik mantiginin reddi vardir. Egitimi optimize edilmesi gereken bir problem olarak
gormek yerine, belirsizligin, muglakligin ve direncin engel degil; gelisim i¢in kosul oldugu
karmasik ve deger yiiklii bir karsilasma olarak ele alir. Praksis gercevesinde gelistirilen
teknolojiler uyum, smiflandirma veya davranis yonlendirme amaci giitmez; bunun yerine etik

muhakemeyi, elestirel sorgulamayi ve kolektif anlam {iretimini miimkiin kilmay1 hedefler.

Bu yonelim disiplinler arasi igbirligini gerektirir: filozoflar, egitimciler, teknoloji uzmanlari ve
ogrenciler yalnizca “ne yapilabilir?” degil, ayn1 zamanda “ne yapilmali?”’ sorusuna da birlikte
yanit aramalidir. Bu ayn1 zamanda tasarim oOnceliklerinde bir kaymayr da ima eder—
kisisellestirmeden katilima, otomasyondan miizakereye, gdzetimden dzen ve bakima. Ornegin,
ogrencilerin gecmis davraniglarina gore sonuglarini tahmin etmek icin yapay zeka kullanmak

yerine, praksis odakli bir sistem Ogretmenler ve Ogrenciler arasinda 6grenme hedefleri,
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zorluklar ve degerler iizerine diyalogu kolaylastirabilir; boylece pedagojiye iliskin iligkisel 6zii

koruyabilir.

Ayrica praksisten beslenen dijital pedagoji, 6gretimin ahlaki ve politik boyutlarini kabul eder
ve besler. Egitimciyi bir veri yoneticisi degil, egitimsel anlam1 eszamanl olarak birlikte inga
eden ahlaki bir 6zne olarak teyit eder. Bu, 6gretmen ajansini 6ne ¢ikaran, hizli metrikler yerine
yavas yansitmayi destekleyen ve dijital rutinler i¢inde etik duraklamalara yer acan teknolojiler

tasarlamak anlamina gelir.

Son olarak, praksis odakli tasarim bize farkli sorular sormayi davet eder. “Veriye gore en iyi ne
ise yartyor?” degil, “Nasil bir 6grenci ve yurttas yetistiriyoruz?” sorusu. “Katilim1 nasil garanti
altina aliniz?” degil, “Sorumluluk, elestiri ve iliskisel 6zerkligi nasil gelistiririz?”’ sorusu. Bu tiir
sorular1 sordugumuzda felsefe, yenilige sonradan eklenen bir diisiince degil; onun etik ve hayal

giicline dayali temeli olarak roliinii yeniden kazanir.
6. Sonuc¢

Bu makale, egitimde algoritmik sistemlerin yiikselisinin yalnizca teknik ve usule iliskin
zorluklar degil, aym1 zamanda derin epistemik, etik ve politik riskler barindirdigini
savunmustur. Tarafsiz araglar olmaktan uzak olan egitim teknolojileri, hangi bilginin gecerli
sayilacagmi, kararlarin nasil almacagini ve Ogrenme siirecinde kimin ©zne olarak
konumlandirilacagini etkin bigimde sekillendirir. Dolayisiyla algoritmalarin artan otoritesi,
soyutlamaya direnen, insan yargisini yeniden merkeze alan ve teknolojiyi iliskisel ve ahlaki bir

angajman alan1 olarak yeniden tasavvur eden koklii bir etik doniisii zorunlu kilmaktadir.

Algoritmik otoritenin pedagojik yarginin dogasini doniistiirdiigiinii, hesap verebilirligi yerinden
ettigini ve epistemik adaletsizlik bi¢imlerini pekistirdigini gérdiik. Bu sorunlara usule dayali
etik ya da insan gozetimiyle ¢ozlim getirme girisimleri gerekli olmakla birlikte, daha genis bir
felsefi yeniden yonelim olmadan yetersiz kalmaktadir. Gereken, elestirel diisiinceyi katilimci
eylemle biitlinlestiren ve egitim teknolojisini basli basina bir amag¢ degil, adaletin, 6zenin ve

kolektif gelisimin hizmetinde bir arag¢ olarak goren praksis merkezli bir yaklagimdir.

Praksis odakli bir EdTech vizyonu, tasarim asamasinda etik sorular sormakla baslar: Kimler
stirece dahil ediliyor? Hangi degerler gomiiliiyor? Hangi gelecekler miimkiin kiliniyor ya da
dislaniyor? Bu vizyon, egitimcilerin pasif kullanicilar degil, aktif etik Ozneler olarak
konumlandirilmasini sart kosar. Disiplinler arasi igbirligini, demokratik katilimi1 ve dijital

araciligin ¢caginda egitimin ne olmasi gerektigine dair siirekli sorgulamay1 davet eder.
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Egitim teknolojilerinin tasarimi ve uygulanmasinda felsefenin roliinii yeniden sahiplenmek,
yeniligi reddetmek anlamina gelmez. Aksine, etik yonelim ve insani amag¢ olmaksizin yeniligin
bos riskler tasidigini hatirlatir: verimli ama adaletsiz; 6lgeklenebilir ama insanlik dis1. Insa
etmeye deger bir egitim gelecegi, teknolojinin pedagojinin hizmetinde oldugu, bunun tersinin

gecerli olmadigi bir gelecektir. Bunun icin kodla degil, vicdanla baslamaliyiz.
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